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What this talk is about
Slides available at<http://folk.uio.no/matthegg/research#talks>

An implementation of Glue Semantics
—an approach that treats the syntax-semantics interface as deduction
in a type logic—
for Minimalist syntax,
i.e. syntactic theories in the ST→EST→REST→GB→. . . ‘Chomskyan’
tradition.

Q HowMinimalist, as opposed to (say) GB-ish?
A Not particularly, but the factoring together of subcategorization and
structure building (in the mechanism of feature-checking) is, if not
crucial to this analysis, then certainly useful.
and
a comparison of this approach with more mainstream approaches to
the syntax-semantics interface.

Matthew Gotham (Oslo) Making LF type-logical FTL, 12.10.2016 2 / 63

http://folk.uio.no/matthegg/research#talks


Outline

1 Themainstream approach

2 A fast introduction to Glue Semantics

3 Implementation in Minimalism
The form of syntactic theory assumed
The connection to Glue

4 Comparison with the mainstream approach
Interpreting (overt) movement
Problems with the mainstream approach
Glue analysis

Nested DPs
Scope islands

Matthew Gotham (Oslo) Making LF type-logical FTL, 12.10.2016 3 / 63



Themainstream approach

How semantics tends to be done for broadly
GB/P&P/Minimalist syntax
A�er Heim & Kratzer (1998)

Syntax produces structures that are interpreted recursively according to
compositional rules, primarily the rule of function application.
For example, in (1), [[DP]] = [[D]]([[N]]) = [[a]]([[man]])

(1) DP

N

man

D

a
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Themainstream approach

Syntax is taken to involve transformational rules, for examplemovement:

CP

IP

I

VP

DP

who(m)

V

help

I

-s

DP

Aaron

C

⇒ CP

C

IP

I

VP

DP

t1

V

help

I

-s

DP

Aaron

C

DP1

who(m)

[[CP]]a = [[who]]a
(
o 7→ [[C]]a[1:=o]

)
The interpretative rules treat the trace as a variable, and the moved
constituent coindexed with it in such a way that it binds that variable.
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Themainstream approach

Covert movement

It is widely assumed that movement can be covert, i.e. that the structure that
is the input to semantics can be one derived from the pronounced structure
by further movement processes, e.g. Quantifier Raising (QR):

IP

IP

I

VP

DP

t1

V

anoint

I

-ed

DP

Moses

DP1

every priest

Logical Form
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Themainstream approach

Quantifier scope ambiguity is therefore syntactic ambiguity at a level of
representation a�er covert movement, called Logical Form (LF).

(2) Someone helps everyone.

LF1: Surface scope LF2: Inverse scope
IP

IP

IP

I

VP

DP

t2

V

help

I

-s

DP

t1

DP2

everyone

DP1

someone

IP

IP

IP

I

VP

DP

t2

V

help

I

-s

DP

t1

DP1

someone

DP2

everyone
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Themainstream approach

Features of the Glue analysis
to be presented

Function application is still centre stage.
The variable-binding mechanism needed to interpret movement comes
for free; there is no need for traces in syntax.

� It fits just as nicely with copy- or remerge-based theories of movement.
There is no need for covert movement or LF in order to account for
scope ambiguity.
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A fast introduction to Glue Semantics

A fast introduction to Glue Semantics
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A fast introduction to Glue Semantics

Glue Semantics is a theory of the syntax-semantics interface according to
which

syntactic analysis produces a multiset of premises in a fragment of
linear logic (Girard 1987), and
semantic interpretation consists in constructing a proof using those
premises.

Lexicon
& syntax

⇒ Multiset of
premises

⇒ Linear logic
proof(s)

⇒ Model-theoretic
interpretation(s)

The syntax-semantics interface according to Glue

Glue is the mainstream view of the syntax-semantics interface in LFG
(Dalrymple et al. 1993, Dalrymple, Gupta, et al. 1999), for which it was
originally developed.
It has also been applied to HPSG (Asudeh & Crouch 2002) and LTAG
(Frank & van Genabith 2001).
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A fast introduction to Glue Semantics

Linear logic

Linear logic is o�en called a ‘logic of resources’(Crouch & van Genabith 2000:
5). The reason for this is that, in linear logic, for a sequent

premise(s) ` conclusion

to be valid, every premise in premise(s) must be ‘used’ exactly once. So for
example,

A ` A and A, A( B ` B, but
A, A 0 A and A, A( (A( B) 0 B

(( is linear implication)
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A fast introduction to Glue Semantics

Interpretation as deduction

In Glue,
expressions of a meaning language (in this case, the lambda calculus)
are paired with formulae in a fragment of linear logic (the glue
language), and
steps of deduction carried out using those formulae correspond to
operations performed on the meaning terms, according to the
Curry-Howard correspondence (Howard 1980).
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A fast introduction to Glue Semantics

Linear implication and functional types

Rules for( and their images under the Curry-Howard correspondence
Elimination. . . Introduction. . .

f : X ( Y a : X
f(a) : Y

(E

[v : X]n....
f : Y

λv(f) : X ( Y
(I,n

Exactly one hypothesis
must be discharged in
the introduction step.

. . .corresponds to . . .
. . .application. . . .abstraction.

In this paper,m : Φ . . .
. . . is the pairing of meaningmwith linear logic formulaΦ

. . . will sometimes be referred to as a ‘meaning constructor’
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A fast introduction to Glue Semantics

Two logics

Meaning constructors

m : Φ

lambda calculus
connectives:
λ

=

¬,∧,∨,↔
→
∃
∀

a fragment of linear logic
connectives:

(

d1

1This choice of notation is somewhat idiosyncratic, but see Morrill 1994: Chapter 6.
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A fast introduction to Glue Semantics

Two logics

Meaning constructors

m : Φ

lambda calculus
higher order
constants and variables in
every type

a fragment of linear logic
first order (andmonadic)
predicates:
e and t
constants:
1, 2, 3, . . .
variables:
X, Y, Z, X1, X2, . . .

To save space, I’ll write e.g. e1 and tY instead of e(1) and t(Y) respectively.
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A fast introduction to Glue Semantics

Typemap

For any meaning constructorm : Φ,m is of type TY(Φ), where

(3) a. For any term α:
(i) TY(tα) = t
(ii) TY(eα) = e

b. For any formulae A and B, and any variable X:
(i) TY(A( B) = TY(A)�TY(B)
(ii) TY(∀X(A)) = TY(A)

So for example,
if x : e7 then x is of type e
if f : e4 ( t5 then f is of type e�t
if c :

d
Y.tY ( tY then c is of type t�t
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A fast introduction to Glue Semantics

An example

Sentence:

(4) Aaron helps Moses.

+

Analysis:

label assigned to
1 the object argument of helps Moses
2 the subject argument of helps Aaron
3 the sentence as a whole

⇓

Meaning constructors:

m : e1 a : e2 help : e1 ( (e2 ( t3)
Matthew Gotham (Oslo) Making LF type-logical FTL, 12.10.2016 17 / 63



A fast introduction to Glue Semantics

Interpretation

Premises:

m : e1 a : e2 help : e1 ( (e2 ( t3)

⇓

Proof:

help : e1 ( (e2 ( t3) m : e1
help(m) : e2 ( t3

(E a : e2
help(m)(a) : t3

(E

back
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A fast introduction to Glue Semantics

More rules

Rules for
d

Elimination Introduction

f :
d
X(A)

f : A[t/X]

d
E

f : A
f :

d
X(A)

d
I

t free for X X not free in any open premise

These are rules on the linear logic side only, without e�ect onmeaning.
For example:

λp.¬p :
d
X.tX ( tX

λp.¬p : t1 ( t1
d
E
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A fast introduction to Glue Semantics

Another example

Sentence:

(5) Someone helps everyone.

+

Analysis:

label assigned to
1 the object argument of helps everyone
2 the subject argument of helps someone
3 the sentence as a whole

⇓
λP.∀x.person(x)→ P(x) :

d
X.(e1 ( tX) ( tX

Meaning constructors: help : e1 ( (e2 ( t3)

λQ.∃y.person(y) ∧ Q(y) :
d
Y.(e2 ( tY) ( tY
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A fast introduction to Glue Semantics

Surface scope interpretation

Premises:

λP.∀x.person(x)→ P(x) :
d
X.(e1 ( tX) ( tX

help : e1 ( (e2 ( t3)
λQ.∃y.person(y) ∧ Q(y) :

d
Y.(e2 ( tY) ( tY

Proof:

λQ.∃y.person(y) ∧ Q(y) :d
Y.(e2 ( tY) ( tY

λQ.∃y.person(y) ∧ Q(y) :
(e2 ( t3) ( t3

d
E

λP.∀x.person(x)→ P(x) :d
X.(e1 ( tX) ( tX

λP.∀x.person(x)→ P(x) :
(e1 ( t3) ( t3

d
E

help :
e1 ( (e2 ( t3)

[
z :
e1
]1

help(z) : e2 ( t3
(E

[
v :
e2
]2

help(z)(v) : t3
(E

λz.help(z)(v) :
e1 ( t3

(I,1

∀x.person(x)→ help(x)(v) : t3
(E,⇒β

λv.∀x.person(x)→ help(x)(v) : e2 ( t3
(I,2

∃y.person(y) ∧ ∀x.person(x)→ help(x)(y) : t3
(E,⇒β
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A fast introduction to Glue Semantics

Inverse scope interpretation

Premises:

λP.∀x.person(x)→ P(x) :
d
X.(e1 ( tX) ( tX

help : e1 ( (e2 ( t3)
λQ.∃y.person(y) ∧ Q(y) :

d
Y.(e2 ( tY) ( tY

Proof:

λP.∀x.person(x)→ P(x) :d
X.(e1 ( tX) ( tX

λP.∀x.person(x)→ P(x) :
(e1 ( t3) ( t3

d
E

λQ.∃y.person(y) ∧ Q(y) :d
Y.(e2 ( tY) ( tY

λQ.∃y.person(y) ∧ Q(y) :
(e2 ( t3) ( t3

d
E

help :
e1 ( (e2 ( t3) [z : e1]1

help(z) : e2 ( t3
(E

∃y.person(y) ∧ help(z)(y) : t3
(E,⇒β

λz.∃y.person(y) ∧ help(z)(y) : e1 ( t3
(I,1

∀x.person(x)→ ∃y.person(y) ∧ help(x)(y) : t3
(E,⇒β

back
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Implementation in Minimalism

Implementation in Minimalism
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Implementation in Minimalism The form of syntactic theory assumed

Basic ideas

Syntactic objects have features.
The structure-building operation(s) (Merge) is/are based on the
matching of features.
Every feature bears an index, and when two features match their indices
must also match.
Those indices are used for the labels on linear logic formulae paired with
interpretations, thereby providing the syntax/semantics connection.
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Implementation in Minimalism The form of syntactic theory assumed

Features
Largely based on Adger (2003, 2010)

I assume a set of features as syntactic primitives, with the following
properties:

Every feature is specified for interpretability, either inpretable or
uninterpretable.

Interpretable features describe what an LI is.
Uninterpretable features describe what an LI needs.

Every uninterpretable feature is specified for strength, eitherweak or
strong. Strong features trigger movement.
The set of categorial features is a proper subset of the set of features.
For this paper, the categorial features are N(oun), V(erb), D(eterminer),
P(reposition), C(omplementizer) and T(ense).

For example:
interpretable uninterpretable

weak strong
D uD uD*

Determiner features
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Implementation in Minimalism The form of syntactic theory assumed

Hierarchy of projections

Every interpretable categorial feature belongs to at most one hierarchy of
projections (HoPs). Adger (2003) has:

Clausal: C > T > (Neg) > (Perf) > (Prog) > (Pass) > v > V
Nominal: D > (Poss) > n > N
Adjectival: (Deg) > A

We’ll use:

Clausal: C > T > V
Nominal: D > N
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Implementation in Minimalism The form of syntactic theory assumed

Lexical items

A feature structure is an ordered pair 〈A,B〉where:
A is a set of interpretable features, exactly one of which is a categorial
feature.
B is a (possibly empty) sequence of uninterpretable features.

A lexical item is a two-node tree in which a feature structure dominates a
phonological form. So here are some possible lexical items:

〈{V} , 〈uD, uD〉〉

help
which I’ll o�en represent as:

V
〈uD, uD〉

help

〈{T, pres} , 〈uD*〉〉

-s
o�en:

T[pres]
〈uD*〉

-s
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Implementation in Minimalism The form of syntactic theory assumed

Structure-building operation(s)

Merge.
Hierarchy of Projections-driven.
Selectional features-driven.

External.
Internal.
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Implementation in Minimalism The form of syntactic theory assumed

HoPs merge

{A} ∪ X
Σ

+ {B} ∪ Y ⇒

{A} ∪ X
Σ

{B} ∪ Y{A} ∪ X

Where A and B
are in the same
hierarchy of projec-
tions (HoPs) and A
is higher on that
HoPs than B

In this and the following slides,

A and B stand for arbitrary (interpretable) features,
X and Y stand for arbitrary sets of (interpretable) features, and
Σ stands for an arbitrary sequence of (uninterpretable) features.
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Implementation in Minimalism The form of syntactic theory assumed

Select merge
External

X
〈uB〉_ Σ + {B} ∪ Y ⇒

X
Σ

{B} ∪ YX
〈uB〉

_ indicates sequence concatenation.
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Implementation in Minimalism The form of syntactic theory assumed

Select merge
Internal

X
〈uB*〉_ Σ

. . .
{B} ∪ Y
〈〉 . . .

⇒

X
Σ

X
〈uB*〉

. . .
{B} ∪ Y
〈〉 . . .

. . .
{B} ∪ Y
〈〉 . . .

This requires an additional constraint to the e�ect that the constituent that
remerges is the closest matching one to the head of the input tree.
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Implementation in Minimalism The form of syntactic theory assumed

External merge
An example

V
〈uD, uD〉

help

+

D

Moses
⇒

V
〈uD〉

D

Moses

V
〈uD〉

help
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Implementation in Minimalism The form of syntactic theory assumed

External merge
An example

D

Aaron
+

V
〈uD〉

D

Moses

V
〈uD〉

help

⇒

V

V
〈uD〉

D

Moses

V
〈uD〉

help

D

Aaron
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Implementation in Minimalism The form of syntactic theory assumed

HoPs merge
An example

T[pres]
〈uD*〉

-s

+

V

V
〈uD〉

D

Moses

V
〈uD〉

help

D

Aaron
⇒

T[pres]
〈uD*〉

V

V
〈uD〉

D

Moses

V
〈uD〉

help

D

Aaron

T[pres]

-s
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Implementation in Minimalism The form of syntactic theory assumed

Internal merge
An example

T[pres]
〈uD*〉

V

V
〈uD〉

D

Moses

V
〈uD〉

help

D

Aaron

T[pres]

-s ⇒

T[pres]

T[pres]
〈uD*〉

V

V
〈uD〉

D

Moses

V
〈uD〉

help

D

Aaron

T[pres]

-s
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Implementation in Minimalism The connection to Glue

Indices on features

To provide the connection to (Glue) semantics, the features contained in
lexical items bear indices (subject to constraints). For example:

Vi〈
uDj, uDk

〉
! help : ej ( (ek ( ti)

|
help

i 6= j , i 6= k , j 6= k

Structure-building operations are sensitive to indices in that the indices on
the matching features must also match.
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Implementation in Minimalism The connection to Glue

Aaron helps Moses
with indices

T3[pres]

T3[pres]
〈uD*2〉

V3

V3
〈uD2〉

D1

Moses

V3
〈uD1〉

help

T3[pres]

-s

D2

Aaron

D2
| ! a : e2

Aaron

V3
〈uD1, uD2〉 ! help :
| e1 ( (e2 ( t3)

help

D1
| ! m : e1

Moses

interpretation

Matthew Gotham (Oslo) Making LF type-logical FTL, 12.10.2016 37 / 63



Implementation in Minimalism The connection to Glue

Someone helps everyone
with indices

T3[pres]

T3[pres]
〈uD*2〉

V3

V3
〈uD2〉

D1

everyone

V3
〈uD1〉

help

T3[pres]

-s

D2

Someone

D2 λQ.∃y.person(y) ∧ Q(y) :
4 !

d
Y.(e2 ( tY) ( tY

someone

D1 λP.∀x.person(y)→ Q(y) :
4 !

d
X.(e1 ( tX) ( tX

everyone

interpretations
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Comparison with the mainstream approach

Comparison with the mainstream approach
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Comparison with the mainstream approach Interpreting (overt) movement

Can we have traces?

A “perfect language” should meet the condition of inclusiveness: any
structure formed by the computation [. . . ] is constituted of elements
already present in the lexical items selected for N; no new objects are
added in the course of computation apart from rearrangements of
lexical properties (in particular, no indices [. . . ]).

(Chomsky 1995: 228)

Trace theory was abandoned in early minimalism in favor of the
so-called copy theory of movement. Indices were deemed
incompatible with the principle of Inclusiveness, which restricts the
content of tree structures to information originating in the lexicon.
Because indices of phrases cannot be traced back to any lexical
entry, they are illegitimate syntactic objects.

(Neeleman & van de Koot 2010: 331)
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Comparison with the mainstream approach Interpreting (overt) movement

The copy theory of movement

CP

C

IP

I

VP

DP

t1

V

help

I

-s

DP

Aaron

C

DP1

who(m)× CP

C

IP

I

VP

DP

who(m)

V

help

I

-s

DP

Aaron

C

DP

who(m)
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Comparison with the mainstream approach Interpreting (overt) movement

If we assume that the computational system of syntax doesn’t use
variables, variables are introduced at the point where the
LF-structure of a sentence is translated into a semantic
representation.

(Sauerland 1998: 196)

the semantic component can treat lower copies as variables

(Fox 2002: 66)

But how?
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Comparison with the mainstream approach Interpreting (overt) movement

For the identity of copies to replace coindexation, it must be possible
to distinguish between identical constituents that stand in a
movement relation and identical constituents that are merged
separately. However, the copy theory provides no way of doing so.
[. . . ] Chomsky, during a keynote address in 2004, suggested that the
computational system “knows” which copies have been created by
movement. One implication of this position is that the input to the
interface with semantics is not a tree, but an ordered set of trees. If
taken seriously, this requires an additional— nontrivial—mechanism
that extracts the relevant information from this set.

(Neeleman & van de Koot 2010: 332)
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Comparison with the mainstream approach Interpreting (overt) movement

(6) a. Someman arrived.
b. [IP [DP someman ] [I′ I [VP arrived [DP someman ] ] ] ]

Let semantic composition proceed in a bottom-upmanner, starting
from the lower instance ofman. When the DP node dominating
someman is reached ( yielding, say, λX∃x[man′(x) ∧ X(x)] as a
translation), it is discovered that this DP is a movement trace.
(Exactly how it is determined that an item is a trace—that is, the
bottom element of a chain—is a technical question inherent in
the copy theory that is not particular to my proposal; assume for
concreteness that the presence of unchecked uninterpretable
features [. . . ] indicates that the element is ( part of ) a trace.)

(Ruys 2015: 458)
(emphasismine)
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Comparison with the mainstream approach Interpreting (overt) movement

(7) a. Someman arrived.
b. [IP [DP someman ] [I′ I [VP arrived [DP someman ] ] ] ]

Therefore, what composes with arrived′ is not the regular
translation (λX∃x[man′(x) ∧ X(x)]) computed so far; this is
discarded in favor of a simple variable. The variable so obtained is
subsequently λ-bound at the landing site I′, and the resulting
λ-expression composes with the translation of the upstairs copy of
someman. This process of first calculating and then discarding
the regular semantics of a trace copymay appear superfluous,
but it is di�icult to avoid under the copy theory.

(Ruys 2015: 458–9)
(emphasismine)
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Comparison with the mainstream approach Interpreting (overt) movement

An alternative: multidominance
CP

C

IP

I

VP

V

help

I

-s

DP

Aaron

C

DP
|

who(m)

The issue now is that we can’t apply defi-
nitions like this (Heim & Kratzer 1998: 95):

Functional Application (FA)
If α is a branching node and {β, γ} the set
of its daughters, then, for any assignment
a, if [[β]]a is a function whose domain con-
tains [[γ]]a, then [[α]]a = [[β]]a ([[γ]]a)

The reason being that you now have to
know whether or not β and γ have other
mothers besides α.
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Comparison with the mainstream approach Interpreting (overt) movement

C3[rel]

C3[rel]
〈uwh*1〉

T3[pres]

T3[pres]
〈uD*2〉

V3

V3
〈uD2〉

V3
〈uD1〉

help

T3[pres]

-s

C3[rel]

D2

Aaron

D1[wh]

who

C3[rel] ! λP.λQ.λx.P(x) ∧ Q(x) :
〈uwh*1〉 (e1 ( t3) ( ((e1 ( t3) ( (e1 ( t3))
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Comparison with the mainstream approach Interpreting (overt) movement

Interpretation

λP.λQ.λx.P(x) ∧ Q(x) :
(e1 ( t3) (

((e1 ( t3) ( (e1 ( t3))

help :
e1 ( (e2 ( t3) [y : e1]1

help(y) : e2 ( t3
(E a : e2

help(y)(a) : t3
(E

λy.help(y)(a) : e1 ( t3
(I,1

λQ.λx.help(x)(a) ∧ Q(x) : (e1 ( t3) ( (e1 ( t3)
(E,⇒β
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Comparison with the mainstream approach Interpreting (overt) movement

But there are still indices!

Yes, but,
They are ‘already present in the lexical items selected’.
They are not ‘added in the course of computation’. . .
. . .They are resolved in the course of computation.
So Inclusiveness is respected.
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Comparison with the mainstream approach Nested DPs

Scope within DP

(8) A fan of every band cheered.

Two readings:

∃x.∀y(band(y)→ fan-of(y)(x)) ∧ cheer(x)(sur)
∀y.band(y)→ ∃x.fan-of(y)(x) ∧ cheer(x)(inv)
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Comparison with the mainstream approach Nested DPs

The surface scope reading
According to Heim & Kratzer (1998)

IP

I

cheered

DP

NP

NP

NP

N

PP

DP

t2

P

of

N

fan

DP

t1

DP2

every band

DP1

PRO

D

a
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Comparison with the mainstream approach Nested DPs

Discussion

If one is committed to a purely QR-based account of scope ambiguity
then this kind of manoeuvre is unavoidable: in order for the DP ‘every
band’ to take scope within the NP containing it, that NP has to be made
clause-help so that the DP has a node of type t to adjoin to.
But what independent evidence is there for the existence of a a subject
position within NP filled by a phonologically and semantically null
pronoun?
The alternative is to allow some kind of type-shi�ing operation so that
the embedded DP can be interpreted in situ, but once this kind of
type-shi�ing is added to the system then the motivation for QR in
general is weakened.
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Comparison with the mainstream approach Nested DPs

The inverse-linking reading
According to May (1977)

IP

IP

I

cheered

DP

N

PP

DP

t1

P

of

N

fan

D

a

DP1

every band
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Comparison with the mainstream approach Nested DPs

Discussion
Based on May & Bale 2007

This involves (covert) movement out of the subject DP, weakening the
analogy between covert and overt movement (and hence the
plausibility of covert movement overall).
Furthermore, if this covert movement is possible then the interpretation
of (9-a) shown in (9-b) should be possible, but it isn’t (Larson’s
generalization).

(9) a. A fan of every band sang no songs.
b. ∀y.band(y)→ ¬∃z.song(z) ∧ ∃x.fan-of(y)(x) ∧ sing(z)(x)
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Comparison with the mainstream approach Nested DPs

The inverse-linking reading
According to May (1985)

IP

I

cheered

DP

DP

N

PP

DP

t1

P

of

N

fan

D

a

DP1

every band

For this structure to be inter-
preted requires additional
compositional principles
and/or type-shi�ing opera-
tions, thereby reducing the
motivation for QR in general.
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Comparison with the mainstream approach Nested DPs

A Glue analysis

D3

N3

P2

D1

every
band

P2
〈uD1〉

of

N3
〈uP2〉

fan

D3

a

D3 λP.λQ.∃x.P(x) ∧ Q(x) :
| ! (e3 ( t3) (
a

d
X.(e3 ( tX) ( tX

N3
〈uP2〉 ! fan-of :
| e2 ( (e3 ( t3)
fan
P2
〈uD1〉 ! λv.v : e1 ( e2
|
of
D1
4 ! λF.∀y.band(y)→ F(y) :

every
d
Y.(e1 ( tY) ( tY

band
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Comparison with the mainstream approach Nested DPs

Surface scope interpretation
Part I

λF.∀y.band(y)→ F(y) :d
.(e1 ( tY) ( tY

λF.∀y.band(y)→ F(y) :
(e1 ( t3) ( t3

d
E

fan-of :
e2 ( (e3 ( t3)

λv.v :
e1 ( e2

[
u :
e1
]1

u : e2
(E,⇒β

fan-of(u) : e3 ( t3
(E

[
v :
e3
]2

fan-of(u)(v) : t3
(E

λu.fan-of(u)(v) : e1 ( t3
(I,1

∀y.band(y)→ fan-of(y)(v) : t3
(E,⇒β

λv.∀y.band(y)→ fan-of(y)(v) : e3 ( t3
(I,2
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Comparison with the mainstream approach Nested DPs

Surface scope interpretation
Part II

λP.λQ.∃x.P(x) ∧ Q(x) :
(e3 ( t3) (

d
X.(e3 ( tX) ( tX

[Part I]
⇓

λv.∀y.band(y)→ fan-of(y)(v) :
e3 ( t3

λQ.∃x.∀y(band(y)→ fan-of(y)(x)) ∧ Q(x) :
d
X.(e3 ( tX) ( tX

(E,⇒β
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Comparison with the mainstream approach Nested DPs

Remarks

We now have a surface scope interpretation of [DP a fan of every band]
without the need for a subject position within the NP in the syntax.
The reason is that, e�ectively, we can have a subject position for the NP
interpretation within the proof, in the form of an auxiliary hypothesis (in
this case, v : e3) that is later discharged.
This requires no additions to the Glue system that has already been set
up for the interpretation of other structures.
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Comparison with the mainstream approach Nested DPs

Inverse linking interpretation
Part I

λP.λQ.∃x.P(x) ∧ Q(x) :
(e3 ( t3) (d

X.(e3 ( tX) ( tX

fan-of :
e2 ( (e3 ( t3)

λv.v :
e1 ( e2

[
u :
e1
]1

u : e2
(E,⇒β

fan-of(u) : e3 ( t3
(E

λQ.∃x.fan-of(u)(x) ∧ Q(x) :
d
X.(e3 ( tX) ( tX

(E

λQ.∃x.fan-of(u)(x) ∧ Q(x) : (e3 ( tZ) ( tZ
d
E
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Comparison with the mainstream approach Nested DPs

Inverse linking interpretation
Part II

λF.∀y.band(y)→ F(y) :d
.(e1 ( tY) ( tY

λF.∀y.band(y)→ F(y) :
(e1 ( tZ) ( tZ

d
E

[Part I]
⇓

λQ.∃x.fan-of(u)(x) ∧ Q(x) :
(e3 ( tZ) ( tZ

[ P :
e3 ( tZ

]2
∃x.fan-of(u)(x) ∧ P(x) : tZ

(E,⇒β

λu.∃x.fan-of(u)(x) ∧ P(x) : e1 ( tZ
(I,1

∀y.band(y)→ ∃x.fan-of(y)(x) ∧ P(x) : tZ
(E,⇒β

λP.∀y.band(y)→ ∃x.fan-of(y)(x) ∧ P(x) : (e3 ( tZ) ( tZ
(I,2

λP.∀y.band(y)→ ∃x.fan-of(y)(x) ∧ P(x) :
d
Z.(e3 ( tZ) ( tZ

d
I

We now have an inversely-linked interpretation of the DP ‘a fan of every
band’, using only premises contributed by words within the DP.
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Comparison with the mainstream approach Scope islands

Scope islands and proof goals

A possible way of stating the claim that DP is a scope island.
IP

I

sang no songs

DP

A fan of every band

↑
(10) From all and only the premises contributed fromwithin this

constituent, construct a proof with conclusion of type (e�t)�t. . .

. . .which can then serve as a premise in the proofs for the interpretations of
the IP.
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Comparison with the mainstream approach Scope islands

Observations

Both the surface scope and inverse-linking interpretations of [DP a fan of
every band] given above conform to the constraint given in (10).
Neither one makes the (apparently impossible) interpretation of (9-a)
given in (9-b) possible.
There is no conflict between inverse linking, and the claim that DP is a
scope island, in the Glue framework.
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Whither LF?

The Glue implementation eliminates the need for covert movement,
and hence for a level of syntax formed as the result of covert movement,
such as Logical Form (at least, to the extent that these are motivated by
considerations of scope).
An alternative conception would be to take the proofs themselves as LFs,
since every one of them is associated with exactly one interpretation.
However, we needn’t/shouldn’t identify the proofs with the particular
natural deduction representations given here, since proofs can be
represented in many di�erent ways.
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Sequent calculus
Surface scope interpretation

e1 ` e1
e2 ` e2 t3 ` t3
e2, e2 ( t3 ` t3

(L

e1, e2, e1 ( (e2 ( t3) ` t3
(L

e2, e1 ( (e2 ( t3) ` e1 ( t3
(R t3 ` t3

e2, e1 ( (e2 ( t3), (e1 ( t3) ( t3 ` t3
(L

e1 ( (e2 ( t3), (e1 ( t3) ( t3 ` e2 ( t3
(R t3 ` t3

(e2 ( t3) ( t3, e1 ( (e2 ( t3), (e1 ( t3) ( t3 ` t3
(L

(e2 ( t3) ( t3, e1 ( (e2 ( t3),
d
X((e1 ( tX) ( tX) ` t3

d
L

d
Y((e2 ( tY) ( tY), e1 ( (e2 ( t3),

d
X((e1 ( tX) ( tX) ` t3

d
L
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Sequent calculus
Inverse scope interpretation

e1 ` e1
e2 ` e2 t3 ` t3
e2, e2 ( t3 ` t3

(L

e2, e1, e1 ( (e2 ( t3) ` t3
(L

e1, e1 ( (e2 ( t3) ` e2 ( t3
(R t3 ` t3

e1, (e2 ( t3) ( t3, e1 ( (e2 ( t3) ` t3
(L

(e2 ( t3) ( t3, e1 ( (e2 ( t3) ` e1 ( t3
(R t3 ` t3

(e2 ( t3) ( t3, e1 ( (e2 ( t3), (e1 ( t3) ( t3 ` t3
(L

(e2 ( t3) ( t3, e1 ( (e2 ( t3),
d
X((e1 ( tX) ( tX) ` t3

d
L

d
Y((e2 ( tY) ( tY), e1 ( (e2 ( t3),

d
X((e1 ( tX) ( tX) ` t3

d
L
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Proof net I (Moot 2002: Chapter 5)
Surface scope interpretation

t3+
d
X−

(−

t3−(+

t3+e1−

[X:=3]

(−

(−

t3−e2+

e1+

d
Y−

(−

t3−(+

t3+e2−

[Y:=3]
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Proof net I (Moot 2002: Chapter 5)
Inverse scope interpretation

t3+
d
X−

(−

t3−(+

t3+e1−

[X:=3]

(−

(−

t3−e2+

e1+

d
Y−

(−

t3−(+

t3+e2−

[Y:=3]
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Proof net II (Adapted from Andrews 2010)

t3+

t3−

(−

d
Y
[Y:=3]

(+

t3+

t3−

(−

d
X
[X:=3]

(+

t3+

t3−

(−

(−e1+

e2+

e1−

e2−

Surface scope interpretation
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Proof net II (Adapted from Andrews 2010)

t3+

t3−

(−

d
X
[X:=3]

(+

t3+

t3−

(−

d
Y
[Y:=3]

(+

t3+

t3−

(−

(−e1+

e2+

e2−

e1−

Inverse scope interpretation
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